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Abstract. Many natural language processing applicatons use clustering
or other statistical methods to create sets of words. Such sets group
together words with similar meaning and in many cases humans can find
an appropriate term quickly. On the other hand computers represent such
sets with a meaningless number or ID. This paper proposes an algorithm
for automatic finding of names of word sets. It provides result examples
as a simple evaluation of the method.
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1 Introduction

There are many applications in natural language processing which process
words or lemmas and create some sets of words. Usually it is done via some
type of clustering but they could be done using many different statistical
methods.

As an example of such applications see Figure 1, it presents an thesaurus for
word milk in the Sketch Engine system [1]. Thesaurus is computed automati-
cally using a distributional similarity method [2]. The individual words which
are similar to the given word (milk) are clustered using a bottom up clustering.
The front words of each cluster is the word with the highest similarity score in
the cluster.

The Sketch Engine thesaurus is based on the Word Sketches. These are one
page collocational behavior of a word, an exampel of a Word Skech for verb
break is displayed in Figure 2. In is used mainly in lexicography and language
learning. A Word Sketch provides lists of collocations devided into several
grammatical relations. On the Figure 2, some collocations are clustered using
the same technique as in the Thesarus.

The final example is from LDA-frames project [3], Figure 3. LDA-frames is
an unsupervised approach to identifying semantic frames from semantically
unlabelled text corpora. There are many frame formalisms but most of them
suffer from the problem that all frames must be created manually and the set
of semantic roles must be predefined. The LDA-Frames approach, based on the
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Fig. 1: Thesaurus of milk in the Sketch Engine

Latent Dirichlet Allocation, avoids both these problems by employing statistics
on a syntactically tagged corpus. The only information that should be given is
a number of semantic frames and a number of semantic roles to be identified.

From all these examples we can see that many clusters clearly define one
common meaning. A native speaker could easily choose a single word name for
such cluster. This paper presents an algorithm to find such name automatically.

2 Proposed Method

The proposed method exploits the distributional thesaurus data which provide
a list of similar words for a given word. The algorithm works as follows:

1. for each word in the given set find a list of top similar words in the
thesaurus

2. sum the score for each of similar words across all given words
3. add 1 to the sums for each input words (the most similar word for any word

is the word itself)
4. sort similar words according to the sums of scores
5. display the top items from the list

3 Evaluation

To our knowledge, there are no evaluation data available. We are going to
prepare such gold data as a future work. As a simple form of evaluation we
list results of the algorithm on our test data. They are presented in Table 1.
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Fig. 2: Word sketch of verb break in the Sketch Engine

Table 1: Result of the algorithm on test data.
input word set output top names

oil coal gas fuel-n 0.696
energy-n 0.536

Britain Scotland Europe England country-n 4.189
area-n 3.308

apple pear orange fruit-n 2.145
thing-n 1.441

procedure study analysis method programme system-n 5.367
work-n 4.959

pint bottle litre gallon glass-n 2.371
water-n 2.258

meat fruit vegetable potato food-n 3.291
fish-n 2.803

village town city-n 0.611
area-n 0.478
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Fig. 3: Verb eat in LDA-frames

4 Interface

The algorithm is implemented as a command line script. It is written in Python
and uses the Sketch Engine API to access the thesaurus data. We assume that
after more finetuning the algorithm will be included into the Sketch Engine
system. An example of a usage is at Figure 4.

$ clustname.py bnc2 bnc-hyper n Britain Scotland Europe England
country-n 4.18891489506
area-n 3.50870908797
year-n 3.5038651228
London-n 3.2635447681
world-n 3.13785666227

Fig. 4: An example of the clustname.py tool usage.
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5 Conclusions

We have proposed an algorithm for finding names for a set of words. The
implementation is mostly language and corpus independent and works quite
well for many test data.
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